Chi-Square (χ2) Statistical Analysis Tutorial 

Overview 
How close is close enough? How can you determine whether or not a set of data is close to what you expected? In Biology, and statistics in general, a Chi-Square Analysis is typically done to determine this to a given confidence level. Our threshold for error is 5%, meaning that we are willing to say that if our outcome is within ±5% of what we expect it to be, we assume it is close enough, and that any observed difference is due to random error or chance. If this is the case, and we would receive a p-value ≥ 0.05 (probability ≥ 5%), and would fail to reject the null hypothesis (H0) while rejecting the alternative hypothesis (Ha). This is because we would expect to see results close to the expected (H0) ≥ 5% of the time. 
In order to conclude that a set of data is different than what we expect, we must determine whether or not that difference is statistically significant when compared to H0. To do this, we would expect to see a p-value ≤ 0.05, indicating that results comparable to what we would expect (using H0) would only be seen ≤ 5% of the time, and those would be due to random error or chance. 

Calculating Chi-Square (χ2) Critical Values 
To determine a p-value, allowing us to reject or fail to reject the H0 and Ha, we must calculate χ2 Critical Values and use a Chi-Square Table. Calculating χ2 is straight-forward and should remind you of calculating % Error in Chemistry. 
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What you are calculating is % Error, but squaring the top term (o-e) so it’s always positive. The larger your χ2 Value, the larger the difference between your observed and expected. Smaller χ2 Values indicate a smaller difference between observed and expected. Therefore, the magnitude of this χ2Value is used to determine whether or not this difference is statistically significant. 

Determine degrees of freedom (df) 
This is a way to represent how many things are being measured in an experiment. It is calculated as n-1, where n is the number of experimental classes being studied. For instance, if the pillbug guided inquiry experiment is completed while looking at two events, there are 2 experimental classes (wet & dry), so 2 - 1 = 1 degree of freedom. If an experiment took place where there were only 4 possible outcomes, there would be 3 degrees of freedom. 
To put it another way, if I have four numbers in my data set, which totals 10, and three of the numbers are 3, 4, 2, the last number must be 1. There is no freedom to what that last number can possibly be. 

Determining p-value 
Finally, we have a χ2 Critical Value and the degrees of freedom for the experiment. Putting these together, using a Chi-Square Table, we can determine our experimental p-value. This will ultimately let us reject, or fail-to-reject, our H0 and Ha. 

[image: ]

You should notice that the more degrees of freedom in an experiment (i.e., the more things being measured) means that the χ2 Value needs to be larger in order to be significant. This is because as more measurements are made, more random error and chance will be encountered. 

How To Put It All Together 
You’ll want to make a table similar to this, using the pill bug guided inquiry experiment as an example: 

	Event
	# observed
	# expected
	(o – e)
	(o – e)2
	(o – e)2
e

	wet
	
	
	
	
	

	dry
	
	
	
	
	

	                                                                                               x2 = Σ (o – e)2 / e

	x2=


Do you reject or fail to reject your H0? 


Example Problem 
An experiment is performed to determine whether mouse habitat preference is dependent on the color of their coat versus the color of the earth. The experimental setup included a small plot of land containing 50% tan and 50% black earth. Researchers observed the different color mice over a period of 2 hours and measured the length of time they spent on each color backdrop. 

H0: 

Ha: 


[image: ]Here is the data the group compiled, after observing multiple mice over a period of 2 hours: 
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χ2 Value:_________		degrees of freedom: _________		p-value: _________

Conclusion: (reject/fail-to-reject H0 & state a general conclusion with regard to the experimental findings) 
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df A Value
1 0.004 | 002 | 006 | 0.5 | 046 | 1.07 | 1.64 | 271 | 384 | 664 | 1083
2 010 | 021 | 045 | 071 | 139 | 241 | 322 | 460 | 599 | 921 | 13.82
3 035 | 058 | 101 | 142 | 237 | 3.66 | 464 | 625 | 782 | 1134 | 16.27
4 071 | 1.06 | 165 | 220 | 336 | 488 | 599 | 7.78 | 949 | 1328 | 18.47
5 114 | 161 | 234 | 300 | 435 | 606 | 7.09 | 924 | 1107 | 1509 | 20.52
al 095 | 0.90 | 0.80 | 0.70 | 050 | 030 | 020 | 0.10 | 0.05 | 0.01 | 0.001
p-value Not Significantly Different from H, Sionificantly Different
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